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Abstract: Nowadays machine learning and artificial neural networks are hot topic. 
These methods gains more and more ground in everyday life. In 
addition to everyday usage, an increasing emphasis placed on industrial 
use. In the field of research and development, materials science, 
robotics and thanks to the spread of Industry 4.0 and digitalization, 
more and more machine learning based systems introduced in 
production. This paper gives examples of possible ways of using 
machine learning algorithms in manufacturing, as well as reducing 
pseudo-error (false positive) rate of machine vision quality control 
systems. Even the simplest algorithms and models can be very effective 
on real-world problems. With the usage of convolutional neural 
networks, the pseudo-error rate of the examined system reducible. 
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1. Introduction 
This paper presents the usability of ML (machine learning) and ANNs (artificial 

neural networks) in the domain of industrial image processing. The goal of the 
research is to find, develop and test practical use-cases of ML and AI (artificial 
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intelligence) methods in production, focusing on automotive industry and 
manufacturing.  

Nowadays the high quality standards necessitate the use of in-line, automatic 
measurement and supervision systems. One of these systems is the vision system, 
which performs part inspections and automatic measurements. For the simplest task 
like object detection, or advanced functions like distance and/or angle 
measurements, position or colour detection, surface scan and measurement, these 
systems are ready-to-go solutions. These methods are easy to use, when the 
inspected images are very similar to the images used to configure and tune the 
system. However, when the images contain unusual parts or external disturbances, 
the pseudo-error rate of the supervisions system can be increasing. To fight these 
problems ML and AI methods offers possible solutions. 

In the serial production, every day very big amount of data generated by automated 
systems. The images and the measurement data is stored for years to support the 
quality assurance. These historical datasets are good starting points of ML and AI 
methods. In the following sections, we show how to use these data to reduce pseudo-
error rate of a machine vision system and we present a potential, real-world use case. 

2. Framing the problem 
The problem, which the methods presented on, is the following: An automated 

station, which integrated into the assembly line, checks the electrical connectors of 
an internal combustion engine. The station checks, whether the connector attached 
and properly locked, or not. The inspected electrical connector of an internal 
combustion engine seen on Figure 1. (The part numbers and identifiers are 
deliberately blurred.) 

 
Figure 1. Inspected electrical connector 
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The algorithm of the station searches for two parallel edges in a manually 
predetermined region of interest, these represents the upper edge of the plastic label 
and the lock of the connector, and then calculates the distance of edges. The edge 
detection based on the changes of the average pixel values (intensity change) of the 
picture. (Figure 2, the edges used to the calculation marked green.) If the distance is 
in a predefined interval, the algorithm classifies the connection as OK. As seen, the 
connector attached fully and locked, but in some cases, the vision system cannot 
detect these edges, thus cannot compute the distance, the result will be NOK (not 
okay). 

 
Figure 2. The measurement of the distance between upper edge of the plastic label 

and the connector lock 

 

Typical pseudo-errors (false positives) are on Figure 3. For a human inspector it 
is unambiguous that the connectors are fully attached and locked, but the algorithm 
of the machine vision system cannot detect one or both of the edges, and cannot 
place the measuring window on the pictures, thus the result of the inspection will be 
NOK. 

 
Figure 3. Typical pseudo-errors 
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The problem is that some cables not properly arranged and they cover the edges, 
thus the edges are not detectable. The shadows on the inspected area, the changes in 
lighting or the colour of the material can cause the same effect.  

The goal is to reduce these errors by learning high-level representations of the 
well-attached connector, with which the system still able to recognize the good 
connections, even when disturbances present in the images, and the edges not 
detectable.  

3. Methods 

3.1. Toolbox 

We used Python to design, build and evaluate machine learning algorithms and 
models. Python is an interpreted, high-level, general-purpose programming 
language, which is very popular in data science, ML and AI. To build models, we 
used the libraries scikit-learn [1], TensorFlow [2] and Keras. These libraries are 
open-source and highly supported by the data science and AI community. 

3.2. The dataset 

The dataset used in this research contains 22755 images.  In Table 1, the original 
ratio of the OK – NOK images shown. The images collected and categorized by the 
automated control station and the result of thirty days productions. 

Table 1. The original ratio of the OK – NOK images 

 

 

3.3. Image pre-processing 

The computation cost and the training time are two notable factors when we design 
and train ANNs. In special cases, like in the manufacturing, a lot of environmental 
variable fixable. In this case, the set of inspected items is limited to two to three 
types; the position of the engines, thus the connector’s positions varies in a very 
limited range. That means the region of interest, thus the size of the image is 
reducible. To reduce the size of the input dimension and to speed up the human 
inspection too, the images cropped and rotated. The original and the pre-processed 
images shown on Figure 4, the attributes of the pictures in Table 2. 

OK NOK Sum 
21844 911 22755 
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Figure 4. Original and pre-processed image 

 

Table 2. Parameters of the original and the pre-processed images (dimension: 
input of the ANNs, width x height) 

 

 

 

 

 

3.4. Dataset revision 

To determine the true numbers of OK and NOK images, including false positive 
(false NOK) and false negative results (false OK), revision of the categories had to 
be made. To speed up the process, we selected the unambiguous pictures with a very 
useful ML algorithm, the k-means++ [3].  

The k-means algorithm mostly used for data mining. It clusters the given data by 
separating samples in n groups of equal variance, minimizing a criterion known as 
the inertia, also known as within-cluster sum-of-squares. (Eq. 1.) The algorithm 
requires specifying the number of clusters; in this case, the number of classes chosen 
to be two, thus the model separates the unambiguous pictures from those who 
contains disturbing factors like cables and shadows. The algorithm divides a set of 
n samples into C disjoint clusters, each described by the mean, or the 𝜇𝜇𝑗𝑗  inertia of 
the samples in the cluster [3]. 

 

 ∑ min
𝜇𝜇𝑗𝑗∈𝐶𝐶

��𝑥𝑥𝑖𝑖 − 𝜇𝜇𝑗𝑗�
2�𝑛𝑛

𝑖𝑖=0   (1) 

Parameter Original Pre-processed 
Width 1200 px 510 px 
Height 1000 px 540 px 

Size 70 kB 30 kB 
Dimension 1 200 000 275 400 
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In this case, the similarity measure was the Euclidean distance of the sample and 
the cluster centroid. From the analysis of the disturbances, it is stated, when an 
unambiguous disturbing factor, for example a cable over the connector is present, 
the average pixel value of the sample is highly different from the value of the 
disturbance free samples. The ambiguous samples, which contains smaller 
disturbances like partial attachment, we manually reviewed.  

The result of clustering the NOK images seen on Figure 5. The plot axes are 
dimensionless. To represent the samples in a 2D plot, we generated the coordinates 
from the pixel values of images. To this, we used principal component analysis 
(PCA) [4]. The PCA is widely used in machine learning. The essence of PCA is to 
reduce the dimensions of a large data set while keeping the present variance as best 
as possible. 

 
Figure 5. Scatter plot of clustered NOK Images. With yellow: images without 

disturbing factors, with purple: images with disturbing factors. On the samples in 
the lower density space, there are no connector at all.  

After the clustering, we checked again the category manually, which contains 
disturbing factors. The results of pre-processing seen in Table 2.  

Table 3. Ratio of images after pre-processing 

 

 
OK NOK Wrong pos. Sum 

22582 81 92 22755 
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As seen, formerly there was 738 pictures categorized as NOK, despite they were 
truly OK. Wrong positions means that the combustion engine position were wrong, 
thus on the picture there was no connector at all. If we sum categories NOK and 
Wrong pos., we will have 173 true NOK pictures, 0.76 percent of total pictures. 
Theoretically, that means if we train an ANN with these dataset and reach about 98 
percent accuracy, the network could categorize all NOK pictures as OK despite still 
have an accuracy of 98%. To prevent this problem we need more NOK samples for 
the training, and for that purpose, image augmentation [14] can be the solution.   

3.5. Image augmentation 

To deal with the problem of having few training images, the data augmentation 
and image generation is one possible solution. With TensorFlow and Keras it is 
possible to randomly shift vertically and horizontally, rotate, flip, rescale, zoom-in 
or zoom-out, brighten or darken images. To do this we used the 173 NOK and 173 
randomly selected OK picture as the input of the image generator. The image 
generator generated the input images of the model in the batch of 32 in every step of 
every epoch. In this case, we used 25 epochs and 25 steps per epoch, results in a total 
of 20000 images. With this method, the bias of the OK-NOK rate reducible and the 
training speed increasable. We used the 80% of the images to train the network, the 
rest 20% was the validation dataset. 

3.6. Convolutional neural networks 

To detect and reduce the pseudo-errors we used a convolutional neural network 
[6]. Convolutional neural networks or CNNs are a special kind of ANNs inspired by 
biological processes [7]. CNNs are very effective in areas such as image recognition 
and classification. CNNs used to identifying faces, objects and traffic signs and used 
in robotic vision and autonomous cars. CNNs use relatively little pre-processing, the 
network learns the filters that in traditional machine vision algorithms were hard-
coded, thus CNNs are independent from prior, human knowledge. These networks 
learns higher representation of images by learning the filters corresponding to the 
objects or parts of the image. The output neurons share weights as the same filter is 
applied but to different image regions, this approach reduces the number of weights 
used by the network.  

The network consists of an input layer, an output layer, and multiple hidden layers. 
The hidden layers consist of convolutional layers, activation function, pooling 
layers, fully connected layers and normalization layers. For classification task, the 
output layer usually have softmax or sigmoid activation. A typical CNN architecture 
seen on Figure 6. 
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Figure 6. A CNN architecture. [8] 

 

The convolutional layers apply filters to the original image, or to other feature 
maps in deeper networks. The most important parameters are the number of kernels 
(filters) and the size of the kernels. 

Pooling layers performs the subsampling, a specific function such as max pooling 
or average pooling, which takes the maximum or the average value in a certain filter. 
These layers are reducing the dimensionality of the previous layers.  

Fully connected layers used to flatten the results of the pooling layers before the 
activations propagated to the classification layer.  

4. The model 
The architecture similar to the LeNet-4 models architecture, which is a relative 

simple, yet accurate model. [9] We fitted the model parameters to the input image 
parameters. The architecture of the model is the following: after the input layer 
comes two convolutional layer with ReLU (rectified linear unit) activation, the third 
layer is a MaxPooling layer followed by a Flatten layer, which connects the 
convolutional part of the network to the fully connected part of the network. The 
fully connected, also known as the dense part of the network contains three layers, 
and the output layer contains one node with softmax activation. For the better 
generalization, we used 20% dropout [10] between the fully connected layers. We 
tested many dropout rates, but in the literature widely used value, performed the best. 

To train the model we used the Keras ImageDataGenerator class. This class 
responsible for the image augmentation also. We trained the model for 25 epochs, 
with 25 steps per epoch. In each step, we fed the generated images to the network in 
the batches of 32 picture. The optimizer was an Adam [11] optimizer, the loss 



B. Szűcs and Á. Ballagi – Acta Technica Jaurinensis, Vol. 12, No. 4, pp. 294-305, 2019 

302 

function is mean squared error and the metric for the optimization is the model 
accuracy. 

For validation, we used another batch of pictures from a second generator. After 
25 epochs of training, the validation accuracy was about 90% (Figure 7.). 

 

 
Figure 7. Model accuracy 

5. Results 
After the training phase, the 911 images, which formerly classified as NOK by the 

original machine vision algorithm, we fed to the model. The improvement of 
misclassification rate seen in Table 4. 

Table 4: Improvement of misclassification rate 

Total 
Samples 

True 
NOK 

Misclassification 
Original 
system CNN 

911 173 738 
(81.01%) 

23 
(2.52%) 

6. Conclusion 
The model is much simpler than the state-of-the-art (VGG [12], CapsNet [13]) 

image classification models, but for special tasks, it can provide promising results. 
In contrast with the artificial general intelligence, where the goal is to distinguish 
and classify as much objects as possible, the goal and the scope of the industrial 
image processing is well defined and restricted to few cases. 
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With the use of machine learning, the performance of the conventional industrial 
image processing systems effectively improvable. If we use the model as the 
extension of the original system, it reduces the pseudo-error (false positive) rate, 
thus, reducing the amount of human intervention, and the productivity increases.   

The usage of ML methods in production can reduce the manufacturing cost and 
boost the effectiveness of production, thus besides financial-economic advantages 
higher levels of production quality can be reached. Researching further potential use-
cases and the targeted development of industrial application are highly 
recommended. 

7. Further goals 
The further goals of the research besides improving the existing model is to 

develop and test new and robust models with sophisticated categorisation 
capabilities. The goal is to reach up to 98% accuracy on categorising true (positive) 
and false (false positive) errors, and to categorize the true errors. 
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