
 

Acta 

Technica 

Jaurinensis 

Vol. 12, No. 2, pp. 117-129, 2019

DOI: 10.14513/actatechjaur.v12.n2.497

Available online at acta.sze.hu

 

117 

Artificial Neural Networks in Medicine 

Z. T. Kocsis1 

1 Széchenyi István University, Department of Information Technology 

Egyetem Tér 1, 9028, Győr, Hungary 

e-mail: kocsis.zoltan@ga.sze.hu 

Abstract: In recent years, Information Technology has been developed in a way 

that applications based on Artificial Intelligence have emerged. This 

development has resulted in machines being able to perform 
increasingly complex learning processes. The use of Information 

Technology, including Artificial Intelligence is becoming more and 

more widespread in all fields of life. Some common examples are face 

recognition in smartphones, or the programming of washing machines. 

As you may think, Artificial Intelligence can also be used in medicine. 

In this study I am presenting the relationship between machine learning 

and neural networks and their possible use in medicine. 
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1. Introduction 

People are able to learn from their acts, to interpret any mistakes they may have 

made, and thus to improve a series of repeated actions. However, people are not able 

to perform a series of actions in succession several times in a row exactly the same 

way. You may correct the previously committed mistake; however, another error 

might surface in the process. Nowadays, artificial intelligence systems developed for 

'learning' that are capable of solving a pre-programmed problem with the help of a 

computer have become more and more common. 

Artificial intelligence must have a problem-solving algorithm that helps it adapt 

to the problem. Artificial Intelligence (AI) is still being researched to enable 

computers to perform tasks that require human thinking, that is, self-learning. 

In health care, it is almost impossible to find an area where human thinking is not 

needed. For example, to set up diagnose and a possible cure based on a patient's 

complaints human problem solving is necessary. 
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There are great opportunities for artificial intelligence during surgery. However, 

performing a surgery is not enough it must also be planned very carefully. There is 

a great need for the physician’s experience and knowledge in both planning and 

implementing. However, surgery does not end well in all cases. Complications may 

occur during the operation, and a poorly performed surgery can lead to serious health 

damage, which also need to be treated by a physician. 

The use of AI is already widespread in health care, used for example for collecting 

data about certain parts of the body, and for comparing surgical results and methods, 

and also for making suggestions based on these. 

AI has several branches. In health care, machine learning is the one that can be 

used the best. In the following chapters, I am going to explain machine learning, and 

illustrate some specific examples of cases in which it could be applied in the healing 

process. 

2. Machine learning in medicine 

From a scientific point of view, machine learning is nothing more than making the 

machines suitable for making decisions with the help of the available data and 

situations using a learning algorithm. The biggest problem is how to create an 

algorithm that can learn the most effectively. There are two types of machine 

learning that are distinguished: supervised learning and unsupervised learning. They 

can be used well in health care [6]. 

2.1. Supervised learning 

In supervised learning (Figure 1) we know the expected goal, that is, we want to 

teach the algorithm for a specific case. A good example fort this is the handwriting 

recognition software. We know what a word means, even if it is not written by the 
same person. The aim here is to recognize the different ways of writing and to 

identify words. A well-known example is the face recognition application found in 

mobile phones. Human faces are different but have the same features that AI can 

recognize. Supervised Learning focuses on grading, that is, selecting the pre-

programmed known ones, classifying them, and finding the best of the selected 

items. 
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Figure 1. Supervised learning [15]  

There are also cases in medicine that can be suitable for supervised learning. [1] 

In radiology, e.g. this method can be used to analyse a chest radiograph. The doctor 

knows which deformations he has to look for in the X-ray, so the computer can be 

programmed to look for these deformations as well (e.g., to recognize bone 

fractures). Supervised learning can be used by cardiologists to estimate risks. It is 

able to approach the risks posed by doctors in heart disease, but it also raises new 

risks that doctors would not notice. There are many other examples in medicine, but 

it can be seen that supervised learning might be widely used. 

2.2. Unsupervised learning 

Unsupervised or not supervised learning is a much more difficult task. Here we do 

not know what kind of outcome we expect, that is, we do not have anything specific. 

The algorithm tries to find the naturally occurring patterns or groups in the data. The 

results obtained are much more difficult to evaluate than in supervised learning 

because we do not know exactly what we want to see as the end result. We can only 

guess if the new results are useful in some way or not. 
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Fiugre 2. Unsupervised learning [15]  

Unsupervised learning in health care is best used in precision medicine. The 

essence of precision medicine is to examine the subject as a whole. The patient’s 

genetic characteristics, organ and emotional determinants and medical history are all 

taken into account. Thus, it is possible to redefine each therapeutic treatment. 
Another area of application may be for heart patients in the recognition of 

myocardial inflammation.  

3. Machine learning in healthcare 

3.1. Diagnosis with machine learning 

In actual clinical practice, machine learning usage is limited. I would like to 

highlight two literature references. In the first case, cardiovascular diseases were 
tried to be diagnosed, while in the other they tried to diagnose cancer by machine 

learning. [1] [2] [7] [11]. The diagnosis was attempted by a classification method, 

where two groups were created. The task was to develop a model that can distinguish 

between the two classes. However, this is not easy because there are many symptoms 

that occur not only in patients with heart disease or cancer. The diagnosis was 

resolved with the help of a neural network. 

The artificial neural network models some properties of the biological neural 

network taken from nature. This is an information tool capable of distributed 
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operation. The neurons in it represent the same operational elements and are 

arranged in an orderly manner. It has a learning algorithm that defines a learning 

process based on a sample and the way the information is processed. It must also 

have an algorithm that makes it possible to process the information it has acquired. 

 

Figure 3. Machine learning in medicine [16] 

Another example can be found in stroke research. Stroke is the fourth most 
common cause of death among adults. Stroke is a brain disorder that occurs when 

the blood supply to our brain deteriorates to an extent that results in the destruction 

of brain cells there. Early detection of this disease is an extremely difficult task, but 

it is essential for successful recovery. Machine learning contributes greatly to the 

timely detection of this disease. Between 2011 and 2014, a medical team in New 

York called for the Deep Learning machine learning method to detect the disease. 

[3][8] The essence of Deep Learning is that the machine can interpret an ever 

increasing amount of data quickly and accurately. It differs from traditional Artificial 

Intelligence (AI) by processing data step by step and the classification is performed 

by the algorithm as well.  
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Figure 4. Machine learning vs. Deep Learning [17] 

A total of 114 randomly selected patients were included in the study. Patients were 

given CT scans to identify the stroke. Based on these CT scan images a medical team 

made a diagnosis. The doctors have divided the images into two groups. One group 

became the data set from which the neural network could learn and the other group 
was the test set. With the help of these, a Deep Learning neural network capable of 

working in a 3-dimensional image was created based on the opinion of doctors on 

CT scans. The developed model was tested with the help of the set of test kits, by 

comparing the diagnosis established by the algorithm to the diagnosis of the medical 

team. Finally, the system has created a computer generated heat map to predict the 

possibility of infarction (Figure 5). 
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Figure 5. Computer generated heat map [3] 

3.2. Machine learning during surgery 

During surgery, doctors not only need to pay attention to the outcome of the 

operation, but also to the movement of the tools they use within the body. The 

movement of surgical instruments is monitored by the doctors’ sight, and it is their 

responsibility to set their direction and position of these tools. By the automation of 

the traceability of devices, better surgical results can be achieved [9] [10]. 

There is already a so-called machine vision, which means that with the help of a 
camera the machine “sees” and processes the incoming images with the help of a 

software. In medicine, machine vision is an effective tool for tracking surgical 

instruments. Since they are controlled by software, altering them is unnecessary [4]. 
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Machine vision tracking systems have been used for minimally invasive surgeries 

(MIS). The tracking of the tools was used both in 2 and 3 dimensions. The essence 

of these operations is that the intervention can be done with minimal cutting or 

possibly without cutting. Since the size of the cut is minimal, the accuracy of in-

patient navigation is extremely important. Figure 6 shows a device for surgery. 

 

Figure 6. Minimal invasive surgery tool [12] 

During surgery, the doctor only sees an image coming from an endoscope, which 

makes it difficult to coordinate the device and feel the depth. Nowadays, the data 

needed to track the device is acquired by electromagnetic, optical and vision-based 

techniques. Electromagnetic tracking techniques are costly and have a complicated 

tracking algorithm. In contrast, vision-based systems operate much more efficiently 

and less costly. Software fitted to the camera can measure the position of the camera 

and monitor the device accordingly, so there is no need to change the device on the 

surgical procedure or the device used for surgery. During surgery, the position of the 
end of the device should be measured, which is not an easy task due to continuous 

movement. Tracking the tool was solved by machine vision and a neural network 

specifically developed for the task. This created a system that monitored the device 

with good results and immediately informed the physician performing the surgery 

(Figure 7). 
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Figure 7. Tracking detection [4] 

3.3. Deep Learning and Computer Tomography 

So far we have mainly looked at examples of machine learning in only 2 

dimensions. However, CT images can provide 3-dimensional images that contain 

useful information about human anatomy that can be used to diagnose and support 

surgery and therapies. [5] 

Recognizing and separating human body parts play a critical role in the 

interpretation of CT images. In the traditional sense, they all have to be done by 

radiologists, but these are time-consuming tasks and require great care. These could 
be automated, that is, using automated image recognition software, which would, on 

the one hand, take the burden off the doctors' shoulder and on the other hand be 

faster and more reliable. 

This task is challenging in several respects, because medical imaging procedures 

never give back the 100% exact image of body parts, so it is not possible to create a 

precise mathematical model for identifying body parts. Another disadvantage of CT 

is that it is not possible to set a contrast on a recording as a conventional camera, so 

there will be blurred boundaries between the individual parts of the body. CT images 

can be made from every part of the body, but every shot requires different settings, 

so if you want to recognize each part of the body with a specific method, you should 

make a special method for each option. 

Convolutional neural network (CNN) was used to implement CT image 

segmentation and solve various problems. [5] [13] [14] In all cases, CT images are 

made in 2 dimensions, which represent the patient in horizontal or vertical sections, 

slices. The radiologist should be able to interpret these images and, if necessary, 

create a 3-dimensional image in the head to determine the specific problems.  

However, the diagnostic software is able to combine the slices of CT scans both 

horizontally and vertically into a 3-dimensional image. From the 3-dimensional 

images thus obtained, a neural network of problems can already determine the 

individual parts of the body (Figure 8). 
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Figure 8. 2D to 3D CT image [5] 

Figure 8 shows how the 3-dimensional image and how the individual body parts 

are reunited from the individual slices of the CT images (vertical and horizontal). 

With the help of colours, each part of the body can easily be recognized. However, 

the neural network can be taught for one kind of problem, so you don't have to 

recognize every part of the body at the same time. The teacher data set must be 

specified for the given task, so it will only recognize that part of the body. 

4. Conclusions 

Based on these new procedures we can say that machine learning is a great help 

for doctors, both in diagnostics and in surgery. 

The method also greatly facilitates the processing of CT images, since even an 

experienced physician may not notice something in the image being examined. 

Unlike a physician, a software developed for a particular problem is able to focus 

specifically on the problem, so it does not have to deal with other distractions. If you 

use a neural network to do this, it will fix itself after every task that it has solved, i.e. 
it will be more accurate and reliable. 

Apart from diagnostics, machine learning can be used during surgery too. In the 

case presented, the aim was to follow the surgical device and to make it more 

accurate. In contrast to the tools used so far, the use of the neural network did not 

require any modification of the surgical intervention or the device. I think neural 

networks can be used to determine a specific surgical area and intervention scenario. 
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In connection with my research, I also investigate what kind of mechanical learning 

or neural networking has already been used in spinal surgery and how I could use 

this information in reaching my goal 
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